Defect clustering during ion irradiation of GaAs: Insight from molecular dynamics simulations
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Defect formation in compound semiconductors such as GaAs under ion irradiation is not as well understood as in Si and Ge. We show how a combination of ion range calculations and molecular dynamics computer simulations can be used to predict the atomic-level damage structures produced by MeV ions. The results show that the majority of damage produced in GaAs both by low-energy self-recoils and 6 MeV He ions is in clusters, and that a clear majority of the isolated defects are interstitials. Implications of the results for suggested applications are also discussed. © 2001 American Institute of Physics. [DOI: 10.1063/1.1384856]

I. INTRODUCTION

Gallium arsenide is a widely used semiconductor material that offers decisive advantages to silicon and germanium for some opto-electronic applications.1–4 Because ion implantation is usually the best means to introduce dopants into materials in a controlled manner, the interest in understanding the effects of ion irradiation in GaAs is important for the further development of controlled manufacturing of GaAs components.

Molecular dynamics (MD) simulations are well known to be the best method for studying irradiation processes on an atomistic level,2–8 but few studies have, to date, examined irradiation effects in GaAs, and even those have been limited to quite low energies.5,9 In large part, this is because the GaAs classical interatomic potentials have been poor in describing nonequilibrium phenomena.10 We have recently developed a GaAs potential11 which overcomes many of the hurdles posed by the previous potentials. While the point defect properties predicted by our classical potential may still not be fully reliable (see Sec. II C and Ref. 8), it can be expected to reliably predict the overall distribution of the damage, the division of the damage into point defects and defect clusters, and the size of amorphous zones.

Transmission electron microscopy (TEM) experiments have unequivocally shown that heavy ion irradiation at keV energies produces large damage clusters in GaAs.12,13 However, the TEM experiments can not see individual defects or very small clusters. Although several other experimental methods can observe point defects, these again do not usually give clear information on cluster properties. The binary collision approximation (BCA) simulations most commonly used in the field are also not very good at predicting defect cluster production as they can not describe multiple simultaneous collisions in a small spatial region.

Since cascade simulations performed with classical MD should be reliable in predicting how defects are divided into point defects and defect clusters, they are a good tool for obtaining a better understanding of defect clustering during the ion irradiation of GaAs.

In this article, we study this problem in two energy regimes. We first (Sec. III A) study the damage produced by low-energy (0.4–10 keV) self-recoils in bulk GaAs. The energy of 10 keV is chosen as a maximum because (as we shall show) it is above the energy where cascades are split into subcascades. While this case is not directly related to any common experimental situation, the information gained can be used to understand damage produced by high-energy ions, neutrons, or electrons producing recoils in GaAs. To demonstrate this, we evaluate, in Sec. III B, the damage produced by 100 keV H and 6 MeV He ions irradiating thin layers of GaAs.

These particular irradiation conditions are of practical interest in space physics applications. Satellites in near-earth orbit are usually powered by GaAs-based solar cells, which are bombarded by cosmic rays which contain protons with energies of the order of 100 keV.14 Radio-isotopes emitting ~6 MeV α particles could produce electron–hole pairs in GaAs, and thus have been considered as a potential power source in space probes traveling far from the sun. However, because the protons and α particles produce damage in GaAs, it is important to know how much damage is produced, and be able to estimate how much of it is in defects which are difficult to anneal out.

II. METHOD

A. Collision cascade simulations

To simulate collision cascades in bulk GaAs, we use the same approach as discussed in detail in Ref. 8. A Ga or As atom close to the center of a simulation cell with periodic boundaries in all directions is initially given a recoil energy in a randomly chosen direction. The evolution of the resulting collision cascade is then followed until no significant atom motion is observed in the cell. Heat generated by the
cascade event is removed from the simulation cell at the outer boundaries using Berendsen temperature control\textsuperscript{15} with a time constant optimized to dissipate heat efficiently. The ambient temperature was 0 K, but test simulations at 300 K showed that the results do not change significantly as long as the temperature is much below the melting temperature. The Ziegler–Biersack–Littmark (ZBL) electronic stopping model was applied as a frictional force on all atoms with a kinetic energy above 5 eV.

The parameters and basic features of the interatomic potential used in these simulations is given in Appendix A; additional details will be given elsewhere.\textsuperscript{11}

Defects were recognized in the cells using Wigner–Seitz cells and spheres centered on lattice sites, and by detecting atoms with a potential energy at least 0.2 eV above the equilibrium value. The difference between these defect calculation schemes has been examined in detail in Ref. 8 for Si; we found that the same qualitative features are valid also for GaAs. For compatibility with the previous article, we used Wigner–Seitz defects in our defect cluster analysis. We used a cutoff radius \( r_{cl} \) of 1 lattice constant (about 5.65 Å) for determining whether two defects are part of the same cluster; comparison with visual inspections of defect structures produced in several cascades showed that this cutoff value gave cluster sizes in good agreement with an intuitive picture obtained in the visual inspection.

Since a split interstitial structure containing two different atom types should not be counted as an antisite, we used spheres with a radius of 1 Å centered on a lattice sites to detect antisite defects. Because detection of an antisite in an amorphous zone is not meaningful, we report antisite results only for cells where the amorphous zones have been annealed by rapid heating.

**B. High-energy ions**

The energy deposition and integrated primary recoil spectrum generated by high-energy ions was obtained using the MDRANGE code.\textsuperscript{16} The ranges were calculated using the universal ZBL repulsive potential,\textsuperscript{17} the SRIM96\textsuperscript{18} electronic stopping power, and including the straggling of the electronic stopping\textsuperscript{19} in the simulation. A “random” irradiation direction (7° off the \( \langle 100 \rangle \) crystal direction, with a random rotation angle around the axis) was employed, with the range evaluated as the final \( z \) coordinate of the ions.

The code was used to generate statistics of the number of primary recoils produced at a given energy per incoming ion, i.e., the integrated primary recoil spectrum \( n_t(E)dE \), where \( t \) is the atom type. If the damage production by a given self-recoil \( N_t^D(E) \) is known from the full MD simulations, the total damage produced for the implantation \( N_t^D \) can then be evaluated as

\[
N_t^D = \sum_{i=1}^{N_t} \int_{E_{\text{thres}}}^{E_0} n_t(E)dE,
\]

where \( N_t \) is the total number of atom types, \( E_{\text{thres}} \) a threshold displacement energy, and \( E_0 \) the initial implantation energy. In practice, it is enough to integrate up to the maximum possible energy transfer since \( n_t(E)=0 \) above this energy.

This approach involves two approximations. The first is the assumption that the recoils are produced so well separated from each other that the resulting cascades are nonoverlapping. For MeV light ions, this is a very good approximation. The other approximation is a bit more severe. It assumes that the directions of the recoils do not on average affect the amount of damage produced. For irradiation in a random (as opposed to channeling) crystal direction, we have reason to believe that this is a good approximation; in recent simulations of full amorphization of Si, Ge, and GaAs we found that the results are independent of the direction of the recoils.\textsuperscript{20}

In this particular case, due to the irradiation of GaAs, we can introduce one more approximation. Since Ga and As have almost the same mass and equivalent lattice positions, we can assume that the total damage production for energies well above the displacement energy threshold is the same, i.e., \( N_A^D(E) = N_Ga^D(E) \).

**C. Method reliability**

The range calculation method has been tested against experimental results numerous times (e.g., Refs. 21–23), and found to be quite accurate in all cases where the stopping is either dominated by nuclear stopping, or where the electronic stopping is well known. The case of MeV He irradiation can be considered to belong to the latter category.

The full collision cascade simulations are not necessarily as accurate. In particular, the properties of individual point defects or small defect clusters predicted by the classical potential can not be considered reliable without comparison to quantum mechanical calculations or experiments. Since the point defect production in cascades depends strongly on the defect formation energy, the detailed structure of the point defects produced in the cascades should be viewed with caution. We will examine the detailed properties of point defects produced in cascades in GaAs in a forthcoming paper.\textsuperscript{24}

However, there are still several features which we believe can be determined reliably. Many of the interstitials produced in the cascades are the results of energetic \((E_{\text{kin}}>10\text{ eV})\) collisional events, which can be expected to be treated well by the potential since it has a reliable repulsive part. In Si, we have earlier demonstrated that the fraction of damage in interstitials far from other damage is indeed roughly independent of the choice of the interatomic potential.\textsuperscript{8}

In GaAs, we have also performed some comparison between potentials. Comparison of cascades in realistic GaAs and GaAs, where the chemical difference between the constituents was removed, gave almost exactly the same total amount of damage.\textsuperscript{25} Comparison of the damage production in 1 keV GaAs modeled by our potential and the potential of Sayed\textsuperscript{9,10} showed that the Sayed model gives about 35% lower damage numbers. This indicates the level of uncertainty of the calculation. Since our potential fit has a better description of nonequilibrium, liquid, and solid states, however, the present results should be considered more reliable.
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Finally, we shall see next that the effective displacement energy found in our simulations agrees well with that commonly used in simple estimates of damage in GaAs. From this discussion, we conclude that although the exact structure of point defects produced in cascades may not be reliably predicted by our model, the division of damage into free and clustered defects, and the total amount of damage produced, can be expected to be predicted well.

III. RESULTS

A. Collision cascades

The average numbers of isolated interstitials, isolated vacancies, interstitials in clusters, and total vacancies are shown in Fig. 1. The number of vacancies in clusters and total interstitials is left out of Fig. 1 since these overlap almost exactly with the curve for the total amount of vacancies. No statistically significant difference in the damage production was observed between Ga and As recoils.

The lines are fits of a linear function $y = a(E - E_{\text{thres}})$ to the data. For the number of defects in clusters, we used MD simulations to determine the minimum energy at which a defect cluster (containing more defects than a single Frenkel pair) can be produced, obtaining $E_{\text{thres}} \approx 30$ eV. This value was used in the fits to all clustered defect curves. For the number of isolated and total defects, we tried fits with a nonzero threshold $E_{\text{thres}}$, but the fitting parameter $E_{\text{thres}}$ was found to be 0 within the uncertainties, so we used $E_{\text{thres}} = 0$ in the final fits. Note that using a value of 0 agrees with the simple Kinchin–Pease theory.26

Several interesting features can be deduced from Fig. 1. The fits show that except possibly for the case of isolated interstitials, the data follow linear behavior. For free interstitials, the 1 and 2 keV points appear to deviate from the linear behavior; however, the deviation is within the statistical fluctuation.

We note that since all damage is produced by the nuclear deposited energy, the linearity with the recoil energy will be valid only as long as the nuclear deposited energy $F_D$ is a linear function of the recoil energy $E$. We checked that this is true for at least up to 10 keV. Examination of stopping power curves showed that the linear dependence can be expected to be a good approximation to energies of about the nuclear stopping power maximum at $\sim 40$ keV. As we shall see below, most damage for the high-energy irradiation is produced by recoils well below 40 keV, so we shall use the approximation $F_D \approx E$ for simplicity.

We also see that the vast majority of the damage is in clusters at all energies. While this is not surprising for the 5 and 10 keV energies, since it is well known that at these energies large amorphous clusters are produced, it may be somewhat surprising that even at the low energies around 400 eV, the fraction of damage in clusters is quite high. The free defects are predominantly interstitials. This is simply because interstitials can be easily produced far from other damage by ballistic recoils or replacement-collision sequences, but for vacancies this is much less likely at the relatively low energies involved here.

The distribution of damage in clusters is further examined in Table I and Fig. 2. Table I shows that there is no significant difference between the fraction of damage in clusters for 5 and 10 keV recoils, and even the 2 keV data are quite close to the 5 keV one. However, the 1 keV cluster size distribution does not contain very large clusters (more than 40 defects). This shows that between 2 and 5 keV the cascade structure becomes self-similar due to subcascade formation, with little difference in the average damage distribution. However, even though below a cluster size of about 60 defects, the 2 and 5 keV distributions are similar in shape.

![Image](image_url)

**FIG. 1.** Damage produced by self-recoils in GaAs is shown. The amount of vacancies in clusters and total amount of interstitials is left out since these curves overlap almost exactly with that for the total amount of vacancies. The lines are fits of a linear function to each data set.

**TABLE I.** Fraction of isolated and clustered Wigner–Seitz defects in GaAs cascades is shown. Note that the results depend somewhat on the choice of the value of $r_d$ (see discussion in text); the value used here was one unit cell. $N_{\text{def}}$ is the total number of defects in each case. $F_{\text{isol}}^v$ gives the fraction of isolated defects, $F_{\text{clus}}$ the fraction of isolated interstitials and $F_{\text{clus}}^v$ the fraction of isolated vacancies compared to the total number of defects. $F_{\text{def}}^{\text{clus}}$, $F_{\text{clus}}^{\text{clus}}$, and $F_{\text{clus}}^{\text{clus}}$ give the fraction of defects, interstitials, and vacancies, respectively, in clusters with at least six defects. All fractions are given as percents of the total number of defects; since clusters with a size of two to five defects are not included, the total does not equal 100%.

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>$N_{\text{def}}$</th>
<th>$F_{\text{isol}}^v$ (%)</th>
<th>$F_{\text{isol}}^i$ (%)</th>
<th>$F_{\text{clus}}^v$ (%)</th>
<th>$F_{\text{clus}}^i$ (%)</th>
<th>$F_{\text{clus}}^v$ (%)</th>
<th>$F_{\text{clus}}^i$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>18 ± 1</td>
<td>13.1 ± 0.7</td>
<td>10.2 ± 0.7</td>
<td>2.8 ± 0.4</td>
<td>43 ± 4</td>
<td>18 ± 2</td>
<td>25 ± 2</td>
</tr>
<tr>
<td>1</td>
<td>45 ± 2</td>
<td>15.2 ± 0.4</td>
<td>12.1 ± 0.3</td>
<td>3.1 ± 0.3</td>
<td>64 ± 2</td>
<td>27 ± 1</td>
<td>37 ± 1</td>
</tr>
<tr>
<td>2</td>
<td>83 ± 34</td>
<td>14.5 ± 0.4</td>
<td>12.5 ± 0.4</td>
<td>2.0 ± 0.2</td>
<td>58 ± 3</td>
<td>24 ± 2</td>
<td>33 ± 2</td>
</tr>
<tr>
<td>5</td>
<td>198 ± 9</td>
<td>13.2 ± 0.2</td>
<td>10.7 ± 0.2</td>
<td>2.5 ± 0.1</td>
<td>60 ± 2</td>
<td>25 ± 1</td>
<td>34 ± 1</td>
</tr>
<tr>
<td>10</td>
<td>397 ± 10</td>
<td>12.6 ± 0.2</td>
<td>9.9 ± 0.2</td>
<td>2.7 ± 0.1</td>
<td>60 ± 1</td>
<td>26 ± 1</td>
<td>33 ± 1</td>
</tr>
</tbody>
</table>
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the 5 and 10 keV events produce very large damage clusters (sizes above 60 defects in a cluster) in a few isolated instances. Taken together, the data illustrate that a few very dense cascades can produce increasingly large clusters up to energies of at least 10 keV, but that this is not reflected in the average division of damage into clustered and isolated defects.

Final damage distributions for two 10 keV events, one with the least damage production, and one with the most, are illustrated in Fig. 3. We see that the vast majority of the damage is indeed in large amorphous clusters, as expected from the previously described analysis. Furthermore, even though we chose the two events with the least and most damage for Fig. 3, we see that the overall shape and size of the damaged regions are quite similar.

B. Damage production by high-energy irradiation

The damage produced in GaAs by 100 keV H and 6 MeV He irradiation was examined with the method described in Sec. II B. Since we found that the damage production is to a very good approximation linear with energy, we used the linear fits to give $N_D(E)$ for an arbitrary energy. A value of $15 \text{ eV}$ was used for $E_{\text{thres}}$ for isolated defects and $30 \text{ eV}$ for clustered defects. The results were found to be insensitive to the exact value of $E_{\text{thres}}$ since most damage was produced by higher-energy recoils. Here, we will present the analysis for 6 MeV He ions in detail. The analysis for 100 keV H ions was carried out exactly as the analysis for 6 MeV He ions which considered the whole depth range.

The total nuclear deposited energy as a function of depth $F_{\text{Dn}}(z)$ for 6 MeV He is shown in Fig. 4. Figure 4 shows that between 0 and 14 $\mu$m, the nuclear deposited energy distribution is essentially constant with $F_{\text{Dn}} \approx 0.67 \text{ keV/}\mu$m. This depth region could be interesting for the application discussed in the introduction, since the amount of electronic excitation is high in this region while damage production is low.

We therefore consider two cases in the remaining analysis: damage between 0 and 10 $\mu$m and the total damage production over all $z$. To obtain the damage between 0 and 10 $\mu$m, we used a recoil spectrum calculated between 2 and 10 $\mu$m (to avoid possible surface effects). Tests of calculating recoil spectra in different intervals between 0 and 10 $\mu$m showed that the recoil spectrum is similar in shape in the whole interval, and the absolute defect numbers obtained in the analysis anywhere in the interval vary by less than 20% from the average calculated between 2 and 10 $\mu$m. For easy interpretation for thin GaAs layers of different thicknesses, we report the damage in the surface region as damage per 1 $\mu$m depth.
The recoil spectra $n_r(E)dE$ are illustrated in Fig. 5 and the fraction of damage produced by recoils up to a given energy $E$ in Fig. 6. Figure 5 shows the number of primary recoils produced per ion as a function of energy, integrated over either the whole depth range or the first 10 $\mu$m. Now by performing the integral in Eq. (1), one obtains the total damage produced by the high-energy irradiation (see Sec. II B). By integrating to $E$ instead of $E_0$, and normalizing to the total damage production, one obtains the fraction of damage below a given primary recoil energy. This gives the curves in Fig. 6.

A quantitative measure at which recoil energies dominate the energy production is the primary recoil energy at below which half of the damage energy is deposited, $T_{1/2}$ (Ref. 26). The values for $T_{1/2}$ are 600 eV for recoils in the whole depth range, and 2300 eV for recoils in the first 10 $\mu$m. Thus, we reach the conclusion that in the first 10 $\mu$m most of the damage is produced by higher-energy recoils than in the whole irradiation range.

The defect numbers given in Table II show that this difference does not effect the relative number of damage in clusters much, however. Both for the whole depth range and the first 10 $\mu$m, roughly 80% of the vacancies and 70% of the interstitials are in clusters. This is because for both kinds of defects, at least 70% of the damage is produced by recoils above 400 eV, and, already at this energy, much of the damage is in clusters.

The 100 keV H irradiation, however, does behave differently. Only about 50% of the damage is in clusters. This is because for this ion, 50% of the damage is produced by recoils below 100 eV, where defect clustering is not yet that significant.

### C. Antisites

The interesting issue for many experimental situations is how much of the damage remains at room temperature or higher. Especially interesting is the number of antisites produced, since this defect is stable up to high temperatures and has interesting electrical properties.\(^{27}\)

The simulations just described are directly valid only for temperatures below those where any kind of annealing occurs. TEM experiments, however, show that even very large

![FIG. 4. Nuclear deposited energy as a function of depth for 6 MeV He irradiation of GaAs is shown. The thin line shows the deposited energy level of 0.67 keV/\(\mu\)m.](image)

![FIG. 5. Average number of primary As recoils produced per ion during 100 keV H and 6 MeV He ion irradiation of GaAs is shown. The numbers of Ga recoils are not shown since these overlap almost exactly the As curves. The thin lines indicate an $E^{-1}$ energy behavior.](image)

![FIG. 6. Fraction of total damage produced by primary recoils with energies below $E_{\text{rec}}$ during 100 keV H and 6 MeV He ion irradiation of GaAs, evaluated by a combined MD range calculation and MD cascade simulations is shown.](image)

<table>
<thead>
<tr>
<th>Type of Damage</th>
<th>100 keV H (defects/ion)</th>
<th>All (z) (defects/ion)</th>
<th>First 10 (\mu)m (defects/(\mu)m/ion)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vac.</td>
<td>10.9±0.2</td>
<td>297±4</td>
<td>2.85±0.04</td>
</tr>
<tr>
<td>Int.</td>
<td>10.6±0.1</td>
<td>289±3</td>
<td>2.77±0.04</td>
</tr>
<tr>
<td>Clustered vac.</td>
<td>6.1±0.2</td>
<td>231±4</td>
<td>2.30±0.04</td>
</tr>
<tr>
<td>Clustered int.</td>
<td>5.1±0.2</td>
<td>191±4</td>
<td>1.90±0.04</td>
</tr>
<tr>
<td>Clusters</td>
<td>1.6±0.1</td>
<td>62±1</td>
<td>0.62±0.01</td>
</tr>
<tr>
<td>Large clusters</td>
<td>0.23±0.03</td>
<td>13±1</td>
<td>0.14±0.01</td>
</tr>
<tr>
<td>Antisites</td>
<td>0.84±0.03</td>
<td>23±1</td>
<td>0.22±0.01</td>
</tr>
</tbody>
</table>

\(\text{6 MeV He}\)
amorphous clusters anneal completely over a few minutes at room temperature.\textsuperscript{12,13} It is not known what damage remains at the site of the amorphous cluster, since TEM experiments can not see defects smaller than about 1 nm.

Since at least some of the possible interstitial and vacancy configurations in GaAs are mobile at room temperature,\textsuperscript{28,27} it is not possible within the limited time scale of MD simulations to predict how the annealing actually occurs. However, it is possible to estimate roughly how much damage can be expected to remain by a rapid heating of the cell. To be precise, we heated the cells to 1000 K for 100 ps and subsequently quenched them back to 0 K to enable accurate defect recognition. This allows us to estimate the number of antisites remaining after recrystallization. Since antisites are neither experimentally mobile at room temperature,\textsuperscript{27} nor have time to anneal or migrate during the quick heating of our simulation cell, our simulations should provide an estimate of their numbers after the amorphous clusters have annealed.

We found that, as for the other defects, the number of antisites produced is linear with energy, so we can calculate their number produced in the H and He irradiation similarly as for the other defects. The result is given in Table II.

The number of antisites is small, more than an order of magnitude smaller than the number of defects prior to annealing. This conclusion is in good agreement with previous simulations employing lower-energy recoils.\textsuperscript{5} However, since the amorphous zones anneal out at room temperature, and much of the remaining damage is in small clusters, many of which can also be expected to anneal out easily,\textsuperscript{29} the antisites will be one of the most important defects remaining at high temperatures.

IV. DISCUSSION

A. Damage production in cascades

The linear dependence of the amount of damage produced with the incoming ion energy is similar to the behavior that has been observed in Si and Ge before.\textsuperscript{8,30} It is, however, in stark contrast to the behavior in metals, where a dramatic drop of the defect production efficiency is observed with increasing energy.\textsuperscript{26} The linear behavior in Si and Ge has been explained to be due to the poor ability of the open diamond lattice structure to regenerate the lattice from molten zones, and hence it is not surprising that the same behavior is observed in GaAs.\textsuperscript{5,31}

The linear behavior also essentially implies that the simple modified Kinchin–Pease\textsuperscript{32} estimate for the total number of Frenkel pairs produced $N_{FP}$,

$$N_{FP} = \frac{F_D}{2E_d}$$

is valid in GaAs. Here $E_d$ is the average displacement energy of the material. From the fitting constant used in describing the total number of vacancies, we obtain from our MD simulations a value of $E_d \approx 14.8 \pm 15$ eV.

Overall, the cascades in GaAs behave much like cascades in Ge, which we have studied earlier.\textsuperscript{8} The total number of defects produced is similar at all the energies. In Ge, we found that about 40% of the defects produced at 400 eV, and about 90% of those produced at higher energies, were in large (at least six defects) clusters. In GaAs, the fraction of clustered defects is almost exactly the same at 400 eV, but only about 60% at higher energies. Also, at the highest energies simulated, we observed somewhat (about 30%) larger total numbers of defects in Ge. The likely reason for this difference is that the lower melting point of Ge (1200 K) compared to GaAs (1500 K) allows for the production of larger amorphous zones. This observation is in excellent agreement with TEM experiments, in which amorphous zones in Ge have also been observed to be somewhat larger than those in GaAs.\textsuperscript{33,34}

It is not possible to make an exact comparison between experimental and simulated displacement energies, as different definitions of what is a defect both in simulations and experiments give conflicting values, and the correspondence between simulated and experimental quantities is not known. Nevertheless, the displacement energy obtained from Wigner–Seitz defects is reasonable for a rough comparison with the experiment, as the Wigner–Seitz analysis will always give exactly one displaced atom for an isolated Frenkel pair, which follows the usual definition.

Experimentally, there has been some uncertainty in the value of the displacement energy in GaAs. Some early sources reported threshold (minimum) displacement values around 25 eV,\textsuperscript{35} but most recent sources report values close to 10 eV.\textsuperscript{28,36–38} We could not find a value for the effective (average) displacement energy measured using nonelectrical methods at low temperatures, to which our displacement value would correspond. But since the effective displacement energy is typically somewhat (~50%) higher than the threshold one,\textsuperscript{39,32} the value of 15 eV seems very reasonable in comparison to the experiment.

These observations imply that simple BCA models (such as TRIM)\textsuperscript{17,40} can be used to obtain quick estimates of the total amount of damage produced in GaAs, with a threshold displacement energy of 15 eV.

B. Damage by high-energy recoils

We saw that the damage produced in the near-surface region is produced by somewhat higher-energy recoils than those in the whole depth range. To estimate how big an effect this has on the typical cluster sizes, we calculated the actual number of clusters, in the same way as the number of defects was calculated. The results are listed in Table II. We calculated both the total number of clusters, and the number of large clusters. A large cluster is one with at least six defects; this is of course a quite arbitrary limit. The numbers do, however, show that the ratio between the number of all clusters and large clusters is about the same for the whole range and the surface region. This shows that even in the surface regions, some very large damage clusters will be present.

After annealing, which experimentally occurs even at room temperature, the amorphous zones vanish, and the remaining damage is mostly in isolated defects, small defect clusters, and antisites. At least the antisites will be stable up
to very high temperatures, and may thus seriously degrade the performance of GaAs devices in space.

V. CONCLUSIONS

We have studied point defect and defect cluster production in GaAs by self-recoils and high-energy light ions using MD simulations. We showed that even for low-energy (400 eV) recoils, about half of the damage produced is in large clusters containing at least six defects. For 100 keV H and 6 MeV He irradiation of GaAs, we showed that although most of the damage is near the ion end of range, very large damage clusters can be expected to be produced throughout the ion range. We demonstrated that a sizable number of antisites can be expected to remain after annealing even in the near-surface region, where damage levels are often assumed to be low.
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APPENDIX A: POTENTIAL FUNCTION

The potential we use for GaAs was developed by K. Albe in collaboration with our group. The potential is described in greater detail elsewhere,11 so we only describe the central features here. The potential is based on the Tersoff formalism; however, we found it necessary to modify the central features here. The potential is based on the Tersoff bond strengths: disordering, and amorphization.

We write the potential energy as a sum over individual bond strengths:

\[ V_{\text{Eq}} = \sum_{i<j} f_{ij}(r_{ij}) \left[ V_{ij}^F(r_{ij}) - \frac{B_{ij} + B_{ji}}{2} V_{ij}^R(r_{ij}) \right] \].

(3)

Here, the pair-like attractive and repulsive energies are given in a Morse-type form,

\[ V^R(r) = \frac{D_e}{S-1} \exp \left[ -\beta \sqrt{2S}(r-R_e) \right] \]

where \( D_e \) and \( R_e \) are the dimer bond energy and distance, and \( S \) and \( \beta \) are adjustable parameters.

The cutoff function \( f_{ij} \) is used to restrict the interaction to the next neighbors and is defined as:

\[ f(r) = \begin{cases} 1, & r \leq R_{\text{cut}} - D_{\text{cut}}, \\ \frac{1}{2} - \frac{1}{2} \sin \left( \pi (r - R_{\text{cut}})/(2 D_{\text{cut}}) \right), & |R_{\text{cut}} - r| \leq D_{\text{cut}}, \\ 0, & r \geq R_{\text{cut}} + D_{\text{cut}}, \end{cases} \]

(5)

with \( D_{\text{cut}} \) and \( R_{\text{cut}} \) as adjustable parameters. The many-body term is adopted from Brenner and is formulated as:

\[ B_{ij} = (1 + \chi_{ij})^{-1/2}, \]

(6)

\[ \chi_{ij} = \sum_{k \neq i,j} f_{ik}(r_{ik}) g_{ik}(\theta_{ijk}) \exp \left[ 2 \mu_{ik}(r_{ij} - r_{ik}) \right], \]

where the angular function \( g(\theta) \) is

\[ g(\theta_{ijk}) = \gamma \left( 1 + \frac{c^2}{d^2} \right) \frac{c^2}{d^2 + (h + \cos \theta_{ijk})^2} \].

(7)

To realistically account for high-energy \( (E_{\text{kin}} \geq 10 \text{ eV}) \) collisions, we construct a total potential \( V_{\text{tot}} \) using

\[ V_{\text{tot}}(r) = V_R(r) [1 - F(r)] + [V_{\text{Eq}}(r)] F(r), \]

(8)

where \( V_{\text{Eq}} \) is the potential for states close to equilibrium described, \( V_R(r) \) is the repulsive pair potential for close interactions and the Fermi function

\[ F(r) = \frac{1}{1 + e^{-b_f(r-r_f)}}. \]

(9)

The repulsive potential \( V_R(r) \) is derived from density-functional theory calculations.44–46 The value of the constants \( b_f \) and \( r_f \) are chosen such that the potential is essentially unmodified at the equilibrium and longer bonding distances, and that a smooth fit to the repulsive potential at short separations with no spurious minima is achieved for all realistic coordination numbers. We emphasize that in appli-

<table>
<thead>
<tr>
<th>( ij )</th>
<th>Ga–Ga</th>
<th>As–As</th>
<th>Ga–As</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma )</td>
<td>0.007 874</td>
<td>0.455</td>
<td>0.0166</td>
</tr>
<tr>
<td>( S )</td>
<td>1.11</td>
<td>1.86</td>
<td>1.1417</td>
</tr>
<tr>
<td>( \beta(\text{Å}^{-1}) )</td>
<td>1.08</td>
<td>1.435</td>
<td>1.5228</td>
</tr>
<tr>
<td>( D_e(\text{eV}) )</td>
<td>1.40</td>
<td>3.96</td>
<td>2.10</td>
</tr>
<tr>
<td>( R_e(\text{Å}) )</td>
<td>2.3235</td>
<td>2.10</td>
<td>2.35</td>
</tr>
<tr>
<td>( c )</td>
<td>1.918</td>
<td>0.1186</td>
<td>1.29</td>
</tr>
<tr>
<td>( d )</td>
<td>0.750</td>
<td>0.1612</td>
<td>0.56</td>
</tr>
<tr>
<td>( h = \cos(\theta_{ijk}) )</td>
<td>0.3013</td>
<td>0.077 48</td>
<td>0.237</td>
</tr>
<tr>
<td>( \mu(\text{Å}^{-1}) )</td>
<td>1.846</td>
<td>3.161</td>
<td>0.0</td>
</tr>
<tr>
<td>( R_{\text{cut}}(\text{Å}) )</td>
<td>2.95</td>
<td>3.4</td>
<td>3.1</td>
</tr>
<tr>
<td>( D_{\text{cut}}(\text{Å}) )</td>
<td>0.15</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>( r_f(\text{Å}) )</td>
<td>1.2</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>( b_f(\text{Å}^{-1}) )</td>
<td>12.0</td>
<td>12.0</td>
<td>12.0</td>
</tr>
</tbody>
</table>

TABLE III. Full parameter set for the three types of interactions is shown.
cations where high-energy collisions are not present, there is no need to include the high-energy repulsive potential. The parameter values are given in Table III.

18 J. F. Ziegler, *SRIM-96* computer code, 1996 (private communication).
46 The repulsive potential data are available by E-mail request from kai.nordlund@helsinki.fi.